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Abstract 

 
A semigraph is a generalization of a graph and is introduced by E. Sampathkumar. In this paper,,the 

concept of multidisemigraph, multidisemigraph poset (MDSPOSET) and various relations for a 

multidisemigraphs are defined with respect to the middle vertices and the end vertices. Also, the n −

dimensional co-ordinate system is represented by using the concept of MDSPOSET. 

 
 

Keywords: Disemigraph; multidisemigraph; MDSPOSET. 

 

1 Introduction  
 
Semigraph [1] is considered as a natural generalization of a graph as it resembles a graph                            

when drawn in a plane. Currently, extensive research is being carried out in various concepts                                 
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of semigraphs such as domination [2,3], matrix theory, enumeration of semigraphs [4,5], disemigraph poset 

[6]. 
 

Analogous to digraphs [7,8] the concept of Disemigraph was first introduced in [1], in which several variants 

like an arc, subarc, partial arc, subdisemgraph, spanning subdisemigraph, walk, path, trail, circuits, cycles, 

connected disemigraphs, Eulerian disemigraphs are defined and characterized. E. Sampathkumar and L. 

Pushpalatha have defined the matrix of a semigraph [9] and also the characterization of a matrix of a 

disemigraph is stated (unpublished work). Recently, another parameter a po-disemigraph of disemigraph is 

introduced [10]. 
 

In this paper, multidisemigraph poset (MDSPOSET) is defined and represented by a relation matrix. In [1] 

only symmetric relation for a disemigraph is defined, whereas  this paper defines various types of relations, 

considering the adjacent properties of middle vertices, end vertices and ( ),m e − vertices. 

 

2 Basic Definitions 
 
Definition 2.1: [1] A digraph D  consists of a finite set V  of points and a set of collection of ordered pairs 

of distinct points u  and v . Such a pair { },u v  is called an arc which is directed from u  to v . The arc is 

incident with u  and v . 
 

Example 2.1: Consider the digraph D  with the vertex set ( ) { }1 2 3 4 5, , , ,V D v v v v v=  and arc set 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1 1 2 2 1 1 3 3 4 2 4 5 4 5 2, , , , , , , , , , , , , ,E D v v v v v v v v v v v v v v v= as shown in Fig. 2.1. Note that the 

vertex 1v  contains a loop.  

 
Fig. 2.1.  Digraph D  

 

Definition 2.2: [11] For a given non-empty set L , a binary relation on L , is said to be a partial order if, 
 

(i)   x x≤  

(ii)  x y≤
 
and  y x≤ → x y=  (antisymmetry) 

(iii) x y≤
 
and y z≤

 
implies x z≤  (transitivity)  for every , ,x y z L∈ .  

 

A set L  with a partial order relation ≤  is called a partially ordered set or a poset and is denoted by ( ),L ≤ . 

 

Definition 2.3: [11] Let ( ),L ≤  be a poset and A L⊆  then, 

 

(i)  An element x L∈  is a least upper bound or a supremum of A ,  if x  is an upper bound of A  and    

x y≤ , where y
 
is an upper bound of A . 



 
 
 

Hampiholi et al.; JAMCS, 27(2): 1-14, 2018; Article no.JAMCS.39203 

 

 

 

3 
 
 

(ii)  An element x L∈  is a greatest lower bound or an infimum of A , if x  is a lower bound of A  and 

x y≥ ,  where y
 
is any lower bound of A . 

 

The above definition of the supremum and infimum is illustrated by the following example. 

 

Example 2.2: Let { }2,3,6,12,24,36A =  and the relation ‘ ≤ ’ be such that x y≤  if x  divides y . Clearly, 

( ),A ≤  is a poset. The Hasse diagram of ( ),A ≤  is shown in Fig. 2.2. The arrow marks will not be used in the 

figure with the convention that xRy  is considered in the upward direction. (For example, 2 6R  but 6 is not 

related to 2).  

 

For the subset { }2,3,6B =  the upper bounds are 6,12, 24, 36  and B  has no lower bound. Also, 6sup B = , 

while there is no greatest lower bound of B  or inf B . Also, for the subset { }6,12C = , the least upper bound 

of C = sup C = 12 and greatest lower bound of C = inf C = 6.  

 
Fig. 2.2. Hasse diagram 

 
Definition 2.4: [11] A partially ordered set in which every pair of elements has both a least upper bound and 

a greatest lower bound is called a lattice. 

 

Definition 2.5: [3] A semigraph ( ),G V X=  is an ordered pair, where V  is a non-empty set of  elements 

called vertices of G , and X  is a set of n − tuples, called edges of G , of distinct vertices for 2n ≥ , 

satisfying the following conditions: 

 

SG1: Any two edges have atmost one vertex in common. 

 

SG2: Two edges ( )1 2 3
, , ,...,

n
u u u u  and ( )1 2 3

, , ,...,
m

v v v v  are considered to be equal if  and only if, (i) m n=  

and    (ii) either  
i iu v=  for 1 i n≤ ≤  , or 

1i n iu v − +=  for 1 i n≤ ≤ . 

 

Thus, the edge ( )1 2 3
, , ,...,

n
E u u u u=  is same as the edge ( )1 1

, ,...,
n n

u u u
−

. The vertices 
1u  and 

nu  are called 

the end vertices of E , while 
2 3 1, ,..., nu u u −

 are called the middle vertices of E . Also, a vertex which is a 

middle vertex for one edge and the end vertex of another edge is said to be a middle-cum-end vertex or a 

( ),m e  vertex.  
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Example 2.3: Consider a semigraph ( ),G V X=  with vertex set { }1 2 3 4 5 6 7 8 9
, , , , , , , ,V v v v v v v v v v=

 
and the 

edge set ( ) ( ) ( ) ( ) ( ) ( ){ }2 3 3 4 5 6 6 7 1 8 7 1 6 7 4
, , , , , , , , , , , , , , ,X v v v v v v v v v v v v v v v v= respectively. The vertices 

2 5,v v  

and 
8v  are the middle vertices and the vertex 

4v  is a ( ),m e  vertex. The vertex 
9v  is an isolated vertex. 

 

 
 

Fig. 2.3. Semigraph 

 

Definition 2.6: [3] A disemigraph or a directed semigraph ( ),D V X=
���

, is a finite set of objects called 

vertices together with a (possibly empty) set of ordered n − tuples of distinct vertices of D
���

 for various 

2n ≥ , called directed edges or arcs, satisfying the condition: 

 

For any two distinct vertices u  and v  in a disemigraph D
���

 there is at most one arc containing u  and v  

such that u  is adjacent to v  and at most one arc containing u  and v  such that v  is adjacent to u . 

 

In other words a directed semigraph or a disemigraph D
���

 is a semigraph whose edges are directed or 

oriented. These directed edges are called arcs of D
���

 and are denoted by e
�

. 

 

Definition 2.6 of a disemigraph is illustrated by the following example. 
 

Example 2.4: Let us consider a disemigraph ( ),D V X=
���

, whose vertex set  { }1 2 3 4 5 6 7 8, , , , , , ,V v v v v v v v v=
 

and the arcs of ( ),D V X=
���

 are ( )1 1 2 3 4 5, , , ,e v v v v v=
��

, ( )2 7 6 2, ,e v v v=
���

, ( )3 8 3,e v v=
���

 and  ( )4 7 8 5, ,e v v v=
���

. 

Note that in a semigraph, the edge ( )1 2 3 4 5, , , ,v v v v v  is same as the edge ( )5 4 3 2 1, , , ,v v v v v . But, in a 

disemigraph, if ( )1 2 3 4 5, , , ,v v v v v  is an arc then, ( )5 4 3 2 1, , , ,v v v v v
 
need not be an arc. Further, if in case, such 

arcs exist, they will be treated as different arcs. 
 

 
 

Fig. 2.4. Disemigraph D
���
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3 Results and Discussion  

 
In this section, the concept of multidisemigraph is introduced and few terminology of relations related to 

multidisemigraph are defined and investigated. 

  

Definition 3.1: A multidisemigraph is a disemigraph which contains parallel edges and self loops. 

 

Therefore, any two edges of the multidisemigraph can have more than two vertices in common. 

 

Example 3.1: Let ( ),D V X=
���

 
be a multidisemigraph poset with vertex set { }1 2 3 4 5, , , ,V v v v v v=  and edge 

set ( ) ( ) ( ) ( ) ( ) ( ){ }1 1 2 3 3 2 1 2 4 4 5 3 5 2, , , , , , , , , , , , ,X v v v v v v v v v v v v v v= . Here, the edge { }1 2 3, ,v v v  contains 

parallel edges { }1 2 2 1 2 3 3 2, , ,v v v v v v v v . Also the vertex 1v  contains a loop.  

 

 
Fig. 3.1. Multidisemigraph 

 

Definition 3.2: Let ( ),D V X=
���

 be a multidisemigraph. Let { }1 2, ,..., nV v v v=  and { }1 2, ,..., kX E E E=  be 

the vertex set and the edge set of D
���

 respectively. A binary relation ℜ  is said to exist, if i jv vℜ . The 

relation ℜ  is either an adjacency relation or consecutive adjacency relation. 

 

The relation ℜ  of a disemigraph is categorized into three types. 

  

Definition 3.3: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be an em − relation if for 

every pair of vertices ( ),i jv v , there is a directed edge from iv  to jv , where iv  is a terminal vertex and jv  

is a middle vertex. The em − relation is denoted by emℜ . 

 

Example 3.2:  In Fig. 3.2, we observe that 1 3emv vℜ  and 1 4emv vℜ . 

  

 

Fig. 3.2. emℜ
 
relation 
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Definition 3.4: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be a me − relation relation if 

for every pair of vertices ( ),i jv v , there is a directed edge from iv  to jv , where iv  is a middle vertex and jv  

is the terminal vertex. The me − relation is denoted by meℜ . 

 

Example 3.3:  In Fig. 3.3, we observe that 2 1mev vℜ , 3 1mev vℜ , 4 1mev vℜ , and 3 5mev vℜ .  

 

 
 

Fig. 3.3. meℜ
 
relation 

 

Definition 3.5: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be an ee − relation  if for 

every pair of terminal vertices iv  and jv ,  

 

(i)   There is a directed edge from
 iv  to jv  or  

(ii)  There is a directed edge from jv  to iv  or  

(iii) iv  or jv  may contain loops. 

 

The me − relation is denoted by eeℜ . 

 

Example 3.4:  In Fig. 3.4, we observe that 1 1eev vℜ , 1 5eev vℜ , 5 1eev vℜ  and 5 5eev vℜ .  

 

Fig. 3.4. eeℜ
 
relation 

 

Definition 3.6: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be a mm − relation if for 

every pair of middle vertices iv  and jv , 

 

(i)   There is a directed edge from iv  to jv  or  

(ii)  There is a directed edge from jv  to iv  or  

(iii) iv  or jv  may contain loops. 

 

The mm − relation is denoted by mmℜ . 
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Example 3.5:  In Fig. 3.5, we observe that 2 2mmv vℜ , 2 3mmv vℜ , 2 4mmv vℜ , 3 4mmv vℜ  and 4 4mmv vℜ .  

 

 

Fig. 3.5. mmℜ
 
relation 

 

Definition 3.7: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be an ee − reflexive if for 

every end vertex i ev V∈ , where eV  is the set of end vertices, there exists a partial arc or subarc from iv  to 

itself such that i ee iv vℜ . The ee −  reflexive is denoted by ee
ℜ .  

 

Definition 3.8: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be a mm − reflexive if for 

every middle vertex i mv V∈ , where mV  is the set of middle vertices, there exists a partial arc or subarc from 

iv  to itself such that i mm iv vℜ . The mm − reflexive is denoted by mmℜ . 

 

Here, we note that the e − reflexive and the m − reflexive relations generate loops for the end vertices 

and the middle vertices respectively.  

 

Remark 3.9: emℜ
 
and meℜ

 
relations does not hold good for the reflexive property for multidisemigraphs. 

 

Definition 3.10: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be ee − irreflexive if for 

every end vertex i ev V∈ , where eV  is the set of end vertices, there does not exist a partial arc or subarc from 

iv  to itself such that i eev ∉ℜ . The ee − reflexive is denoted by eeℜ . 

 

Definition 3.11: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be mm − irreflexive if for 

every middle vertex i mv V∈  where mV , is the set of middle vertices, there does not exist a partial arc or 

subarc from iv  to itself such that i mmv ∉ℜ .  The mm − reflexive is denoted by mmℜ . 

  

Definition 3.12: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be ee − transitive if ( ),i jv v  

and ( ),j kv v  are arcs in D
���

 then,  ( ),i kv v  is also an arc D
���

, where ,i jv v  and kv  are the end vertices. The 

ee − reflexive is denoted by eeℜ . 

 

Example 3.6: In Fig. 3.6, the arcs ( )1 3,v v D∈
���

 and ( )3 5,v v D∈
���

, therefore the arc ( )1 5,v v D∈
���

. Thus 

1 5eev vℜ .  
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Fig. 3.6. eeℜ  transitivity 

 

Definition 3.13: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be mm − transitive if 

( ),i jv v  and ( ),j kv v  are partial arcs or subarcs in D
���

 then, ( ),i kv v  is also an arc D
���

, where ,i jv v  and kv  

are the middle vertices. The mm − reflexive is denoted by mmℜ . 

 

Example 3.7: In Fig. 3.7, the arc ( )2 3,v v D∈
���

 and ( )3 4,v v D∈
���

, therefore the arc ( )2 4,v v D∈
���

. Thus, 

2 4mmv vℜ . 

 

Fig. 3.7. mmℜ  transitivity 

 

Here, we note that eeℜ  transitive and mmℜ  transitive relations generate parallel edges for the pair of 

end vertices and middle vertices respectively. 

  

Definition 3.14: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be ee − symmetric if 

( ),i jv v D∈
���

 then, ( ),j iv v D∈
���

 , where both ,i j ev v V∈ . The ee − symmetric is denoted by eeℜ . 

  

Definition 3.15: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be mm − symmetric if 

( ),i jv v D∈
���

 then ( ),j iv v D∈
���

, where both ,i j mv v V∈ . The mm − symmetric is denoted by mmℜ . 

 

Definition 3.16 A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be ee − antisymmetric if 

( ),i jv v D∈
���

 and ( ),j iv v D∈
���

 then i jv v=  , where ,i j ev v V∈ . The ee − antisymmetric is denoted by eeℜ . 

 

Definition 3.17: A binary relation on a multidisemigraph ( ),D V X=
���

 
is said to be mm − antisymmetric if 

( ),i jv v D∈
���

 and ( ),j iv v D∈
���

 then i jv v= , where both ,i j mv v V∈ . The mm − antisymmetric is denoted by 

mmℜ . 
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Remark 3.18: emℜ
 
and meℜ

 
relations does not hold good for transitive, symmetric and antisymmetric 

property for multidisemigraphs. 

 

We prove the following theorem on the transitive relation of the multidisemigraph. 

 

Theorem 3.19: A relation eeℜ  (or mmℜ ) is eeℜ
 
transitive (or mmℜ

 
transitive) if and only if there is a weak 

path ( w − path) of length greater than one, from vertex iv  to vertex kv , ( ) ( ), , ,i j j kv v v v∀  paths. 

 

Proof: Suppose eeℜ  (or mmℜ ) exists for a multidisemigraph D
���

 and let there exists a w − path of length 

greater than one from vertex iv  to vertex kv  then, this implies that there exist two consecutive maximal 

subarcs containing vertex jv  such that ( ),i jv v D∈
���

 and ( ),j kv v
 
forms the partial subarcs. Since the relation 

eeℜ  (or mmℜ ) is transitive there exists a maximal subarc from iv  to kv . Hence there is a w − path of length 

greater than one from vertex iv  to vertex kv . 

 

Conversely, suppose there exist w − paths of length at least one from iv  to jv  and from jv  to kv . This 

implies that, there exists at least one vertex jv  such that ( ),i jv v D∈
���

 and ( ),j kv v
 
forms the partial subarcs. 

Hence there exists a partial subarc from iv  to kv . This proves that eeℜ  (or mmℜ ) relation exists for 

multidisemigraph D
���

. 

 

Definition 3.20: Let ( ),MD V X=  be a multidisemigraph. Then the relation ℜ  on the vertices of 

( ),MD V X=  is a partially ordered set (POSET) if the following conditions hold: 

 

(i)  ( ),a a ∈ℜ , a V∀ ∈   (reflexive), 

(ii)  ( ),a b ∈ ℜ  and ( ),b a ∈ ℜ  if and only if a b= (antisymmetric) and 

(iii)  ( ) ( ), , ,a b b c ∈ℜ ( ),a c⇒ ∈ℜ  (transitive). 

 

Example 3.4: Let us consider a poset, { }1,2,3,4,6,9,12,18,36A = on the set of all positive divisors of 36, by 

the relation ℜ  of divisibility such that a bℜ  if and only if a  divides of b . 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

1,1 , 2,2 , 3,3 , 4,4 , 6,6 , 9,9 , 12,12 , 18,18 , 36,36 , 1, 2 , 1,3 ,

1, 4 , 1,6 , 1,9 , 1,12 , 1,18 , 1,36 , 2,4 , 2,6 , 2,12 , 2,18 , 2,36 ,

3,6 , 3,9 , 3,12 , 3,18 , 3,36 , 4,12 , 4,36 , 6,12 , 6,18 , 6,36 ,

 
  

ℜ =  
 
  

 

 

By using the structure of a semigraph as shown in Fig. 3.8, clearly we can identify that the element 1 is 

related to all the elements of the set { }1,2,3,4,6,9,12,18,36A = .  

 

Remark 3.21: A relation ℜ , in terms of multidisemigraph poset or MDSPOSET, 

 

i)   The Infimum and Supremum are both represented by the end vertices. 

ii)  The remaining elements of the set A  are denoted by middle vertices.  

 

Theorem 3.22: A multidisemigraph is a poset (MDSPOSET) with respect to a relation ℜ , if and only if the 
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row and column entries of a relation matrix MD  satisfy the following conditions: 

(i)    All diagonal entries are 1. 

(ii)   If iv
 
is infimum then, 1iia = , ∀ i , and  0ija = for i j≠

 
where , 1, 2, ...,i j n=

.
 

(iii)  If iv  is a supremum then, 1ija = , ∀ j . If at least one zero entry in a column for iv  that is 0ija = , 

for ∀ i  then, iv  is a supremum. 

(iv) The number of 1’s in the corresponding row of  ija  entry gives the cardinality of a subarc 

connectivity  i jv v . 

 

Proof: Let, ( ),G V X=
��

 be a multidisemigraph and let ( ),V ℜ  be a poset on G
��

. In the proof, for the sake of 

brevity we use the terms “adjacent” and “related” interchangeably. Let us consider the relations say 

1 2 1, ,........,k k k kv v v v v v−ℜ ℜ ℜ , 1 k n≤ ≤ . That is there exists arcs 1 2 1, ,......, ke e e −

�� ��� �����

 in the multidisemigraph G
��

 

or in other words 1v  is adjacent to kv , 2v  is adjacent to kv  and continuing we end up with 1kv −  is adjacent 

to kv . But, we note that kv  is not related to iv , 1, 2,......, 1i k= − . This implies that there exists an arc ke
���

 

connecting kv  and nv . Now the entries in the relation matrix say, [ ]ijMD a=  with respect to the relations 

1 2 1, ,........,k k k kv v v v v v−ℜ ℜ ℜ  and are 1, whereas rest of the entries are 0. 

 

 
 

Fig. 3.8. Hasse Diagram of a relation ℜ  
 

Now, suppose 1 nv vℜ  that is in a graphical sense if there exists a path 1 k nv v v  where 1v  and nv  are the end 

vertices of a subarc say 
1i

e
���

, 11 i n≤ ≤  containing kv  as the middle vertex, then this connectivity implies that 

1 nv vℜ  through kv .  The entry corresponding to this relation is 1. By proceeding in this manner we can show 

that 2 nv vℜ  through kv  and so on. Thus, we obtain a relation matrix MD  corresponding to the 

multidisemigraph poset ( ),V ℜ  such that MD  represents the multidisemigraph G
��

 uniquely. The above 

discussion implies that the conditions (i), (ii), (iii) and (iv) hold good for a multidisemigraph. 

 

Conversely, (i) imply that ℜ  is reflexive. Conditions (ii) and (iii) imply that ℜ  is antisymmetric. If not, let 

,a b MD∃ ∈  such that a bℜ  and b aℜ  where a b≠  then obviously iv  is neither infimum nor supremum 

which is a contradiction to the conditions (ii) and (iii). Also, condition (iv) implies transitivity. If not, then 

the number of 1’s in the corresponding row of infimum or supremum vertex will be different. With this it is 

obvious to conclude that relation of the matrix is MDSPOSET on V . 
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Theorem 3.23: The three dimensional rectangular co-ordinate system is an MDSPOSET with the subspace 

as a relation with { } { } { } { }{ }1 2 3 1 2 2 3 3 1 1 2 3
0,0,0 , , , , , , ,i i i i i i i i i i i iL X X X X X X X X X X X X=  as elements of the set 

1ℜ  with usual the meaning, 
1 2 3
, ,i i iX X X  as co-ordinate axes, 

1 2 2 3 3 1
, ,i i i i i iX X X X X X  as coordinate planes, 

1 2 3
, ,i i iX X X  as three dimensional space 3ℜ   and { }0,0,0  as the origin. 

 

Proof: All the elements of L  are vector spaces and we give the proof in different stages. 

 

Stage 1: It is apparent that ( ){ } { }
1

0,0,0 iX⊂ or { }
2i

X  or { }
3i

X
 

 

Stage 2: { } , , , 1, 2,3
r r si i i r sX X X i i r s r s⊂ ≠ ≠ = =

 
 

Stage 3: 
1 2 1 2 3

, 1,2,3i i i i iX X X X X i⊂ =
 

 

The above argument implies that 

 

(i)   x L x x∈ ⇒ ℜ  

(ii)   For ,x y L∈ and x yℜ
 
implies y is not related to x

 
 

(iii)  For , ,x y z L∈ such that x yℜ  and y zℜ  implies that  x zℜ . 

        

The above discussion implies the following 

 

(i)    Every element of L  is a subspace of itself. This proves reflexivity. 

(ii)   If A  is a subspace of B  then B  cannot be a subspace of A , ,A B L∀ ∈  such that A B≠ . 

Otherwise,  it contradicts the definition of proper subspace. 

(iii)  Obviously, , ,A B C L∀ ∈  and ,A B B C A C⊂ ⊂ ⇒ ⊂
 

 

Therefore, L  is an MDSPOSET subspace on the relation subspace. 

 

The above theorem is illustrated by the following example. 
 

 
Fig. 3.9. Hasse diagram of 3ℜ  
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Example 3.5: The MDSPOSET of a three dimensional rectangular co-ordinate system is represented by 

Hasse diagram. The co-ordinate ( )0,0,0  which is the infimum, denoted by the end vertex and is related to 

1 2,X X  and 3X . The co-ordinates 1 2,X X  and 3X  which are related to 1 2X X , 2 3X X  and 1 3X X  are 

denoted by the middle vertices. The co-ordinates 1 2X X , 2 3X X  and 1 3X X  denoted by the middle vertices 

are related to 1 2 3X X X . The element 1 2 3X X X  is the supremum and is denoted by the end vertex. 

 

Lemma 3.24: The four dimensional orthogonal space ( )4
1 2 3 4X X X Xℜ =  is a vector space with the 

standard basis ( ) ( ) ( ) ( ){ }1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
 
and with the usual addition of the four tuples and 

scalar multiplication. 

 

Proposition 3.25: The four dimensional orthogonal space 4ℜ  of Lemma 3.24 induces an MDSPOSET for 

relation subspace on the set  

 

( ) { } { } { } { }( ) { } { } { } { } { } { }( )

{ } { } { }{ }{ }( ) { }( )

1 2 3 4 1 2 1 3 1 4 2 3 2 4 3 4

1 2 3 1 2 4 1 3 4 2 3 4 1 2 3 4

0 0 0 0 , , ,

,

X X X X X X X X X X X X X X X X
L

X X X X X X X X X X X X X X X X

 
 

=  
  

 

 

Lemma 3.26: Let 
nℜ  with iX , 1, 2,.....,i n=  be an orthogonal co-ordinate system. Then, 

nℜ  is a vector 

space with the standard basis ( ) ( ) ( ){ }1 210 0 0 0 , 010 0 0 , , 0 0 0 1na a a= − − − − = − − − − − − − = − − − − . 

 

Here, 
nℜ  denotes the collection of ordered n − tuples, n  being a positive integer. 

 

Theorem 3.27: The n − dimensional 
nℜ  space of Lemma 3.26, induces an MDSPOSET on 

( ) ( ){ }1 2
0 0 , ........ /1 , 1,2,....,

k r si i i i iL X X X k n X X r s n= − − − − − ≤ ≤ ≠ ∀ = =  with relation ℜ  as subspace 

and with the usual addition of the four tuples and scalar multiplication. 
 

Proof: We prove the theorem in stages, ranging from 0th
 stage to ( )1

th
k + stage. 

 

0th Stage: Elements ( ){ }0.......0  n − tuple is vector space itself. 

 

1st  Stage: The elements of 1st stage are { }
1 2
, ,......,

ni i iX X X  and this subspace is related to 
ri

X , for 

1,2,.....,r n= . 
 

2
nd

 Stage: Elements are of the form { }/ , 1, 2,....., ,
r si iX X r s r s n r s< = = < . Also, 

r r si i iX X Xℜ , 

1, 2,....,r s n∀ = = . 

 

3
rd

 Stage: Elements are of the form { }/, 1, 2,....., ,
r s ti i iX X X r s t n r s t= = = < < . Also, 

r s r s ti i i i iX X X X Xℜ , 

1, 2,....,r s n∀ = = . 
 

Proceeding up to ( )1
th

k + stage, we get 

 

( )1
th

k +
 
Stage: Elements are of the form { }

1 2 1
.....

ki i k iX X X X
+

, where 1 2 1...... k ki i i i += = = =  with 

1 2 1...... k ki i i i +< < < <  there exists 1
n

kC +  element such that 
1 2 1 2 1

..... .......
n ki i i i i k iX X X X X X X

+
ℜ . 
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Continuing the argument we note that every 
th

k  level element is related to at least n k−  elements of 

( )1
th

k +  elements as are needless to prove that at least one 
th

k  element is related to at least one element of  

( )1
th

k +  level. 

 

Thus, we summarize the above argument 

 

(i)  x L x x∈ ⇒ ℜ  

(ii)  For ,x y L∈ and x yℜ
 
implies y is not related to x .

 
 

(iii)  For , ,x y z L∈ such that x yℜ  and y zℜ  implies that  x zℜ . 

 

Hence, ( ),L ℜ
 
is an MDSPOSET.  

 

We note that the relaxation of the orthogonality condition in results 3.24, 3.25 and 3.26 generalizes the 

concept. 

 

Corollary 3.28: 
nℜ  MDSPOSET has the following properties 

 

(i)    Degree of each element is equivalent to outdegree. 

(ii)   One element with a degree n  that is an element at 0th
 level.  

(iii)   Every element at 
th

k  level has a degree n k− .  

(iv)   The total number of vertices is 0 1 2 ..... 2n n n n n
nC C C C+ + + + = .  

(v)    The column corresponding to the 
th

k  level has k  1’s and n k−  0’s. 

(vi)   ( ) ( )i iid v od v n+ = .
  

 

4 Conclusion 

 
a)  In section 2, we state the basic terminology needed to read this paper. 

b)  In section 3, we introduce the concept of multidisemigraph poset, different types of relation such as     

reflexive relation, transitive relation, symmetric and antisymmetric relations. 

c)  In the Theorem 3.22, we prove that a multidisemigraph is a poset if and only if, it can be 

represented    by the relation matrix MD . 

d)  In section 3.23, it is established that a three dimensional rectangular co-ordinate system is an    

MDSPOSET with subspace as the relation and is represented by Hasse diagram. 

e)  In section 3.26, it is established that the n − dimensional 
nℜ  space induces an MDSPOSET on with    

relation ℜ  as subspace. 
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